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Abstract—Identifying an appropriate radius for unbiased kernel estimation is crucial for the efficiency of radiance estimation. However,
determining both the radius and unbiasedness still faces big challenges. In this paper, we first propose a statistical model of photon
samples and associated contributions for progressive kernel estimation, under which the kernel estimation is unbiased if the null
hypothesis of this statistical model stands. Then, we present a method to decide whether to reject the null hypothesis about the
statistical population (i.e., photon samples) by the F-test in the Analysis of Variance. Hereby, we implement a progressive photon
mapping (PPM) algorithm, wherein the kernel radius is determined by this hypothesis test for unbiased radiance estimation. Secondly,
we propose VCM+, a reinforcement of Vertex Connection and Merging (VCM), and derive its theoretically unbiased formulation. VCM+
combines hypothesis testing-based PPM with bidirectional path tracing (BDPT) via multiple importance sampling (MIS), wherein our
kernel radius can leverage the contributions from PPM and BDPT. We test our new algorithms, improved PPM and VCM+, on diverse
scenarios with different lighting settings. The experimental results demonstrate that our method can alleviate light leaks and visual blur
artifacts of prior radiance estimate algorithms. We also evaluate the asymptotic performance of our approach and observe an overall
improvement over the baseline in all testing scenarios.

Index Terms—progressive photon mapping, vertex connection and merging, bidirectional path sampling, kernel estimation, statistical
model, hypothesis testing, F-test, analysis of variance, radius
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1 INTRODUCTION

L IGHT transport simulation has been well-studied in
photo-realistic rendering and applied to a wide range

of digital entertainment industries. The key challenge is to
efficiently synthesize a photo-realistic image with various
lighting conditions. Considerable advances have been made
in the past decades to improve the efficiency of light trans-
port algorithms. Bidirectional path tracing (BDPT) [1], [2] is
one of the most successful algorithms. However, it struggles
with caustics and other lighting effects caused by specular-
diffuse-specular (S-D-S) paths [3]. Photon mapping (PM) [4]
can handle S-D-S paths by emitting many photons from
light sources and performing density estimation on diffuse
surfaces but with bias induced. A large kernel reduces
variance by collecting more photons but potentially brings
more bias. Progressive photon mapping (PPM) [3] runs
multiple iterations and gradually shrinks the support radius
of the kernel to alleviate the bias progressively. However, the
convergence rate of PPM (optimally O(N−2/3)) is slower
than that of BDPT (O(N−1)).

Chi-squared progressive photon mapping (CPPM) [5]
improves the theoretical convergence rate under ideal con-
ditions by employing hypothesis testing to verify the un-
biasedness of kernel estimation. Based on a theory that
uniformly distributed photons lead to unbiased estimates,
CPPM uses the χ2-test to verify whether the photons
within the kernel are subject to a uniform distribution.
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CPPM shrinks the kernel radius only when it finds its test
statistics are inconsistent with the hypothesized statistical
model, where the statistical model usually refers to a set of
statistical assumptions concerning the generation of sample
data. However, CPPM’s statistical assumption about this
model is frequently violated in many cases, thus computing
inaccurate radii and leading to biased or noisy results.

Combining BDPT with PM technique via multiple im-
portance sampling (MIS) to obtain advantages from both
sides, Vertex Connection and Merging (VCM) [6] or Unified
Path Sampling (UPS) [7] is widely accepted as a robust
and efficient solution for light transport simulation with
respect to various lighting conditions. VCM/UPS employs
bidirectional path sampling strategy and expresses the prob-
ability density functions of BDPT and PPM w.r.t. the same
measure. However, PPM will gradually become a short slab
of VCM/UPS over iterations and will consequently slow
down the overall performance [6]. This is because their
MIS weight for PPM is subject to the radius for kernel
estimation. Whereas, as the kernel radius of PPM converges
to zero, the MIS weights will gradually shrink to zero due
to PPM’s higher variance than that of BDPT. Consequently,
BDPT gradually takes a dominant role in rendering (see
Figure 2), and the computational overhead of PPM becomes
increasingly worthless, i.e., the resulting algorithm is nearly
equivalent to BDPT as the kernel shrinks. This is a key issue
of VCM, as pointed out in Figure 7 of VCM [6].

Our method is mainly dedicated to resolving the effi-
ciency problem in these kernel estimation related methods.
Identifying an appropriate kernel radius is crucial for both
the efficiency of kernel estimation of PPM and the perfor-
mance of VCM/UPS. As mentioned above, a larger radius
tends to induce more bias meanwhile a smaller one may
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Fig. 1: Equal-iteration (10K iterations) comparison on Pool scene rendered by VCM (2.51h) and our VCM+ (2.57h). Our
algorithm is less noisy and has a lower MSE (mean squared error), as shown in the zoom-in regions with error visualization.

lead to higher variance and performance downgrade. We
aim to maximize the radius that can minimize variance
while keeping the result unbiased. We begin with a large
kernel radius and shrink it when the kernel estimation is
detected as biased. To determine whether the estimation is
biased by photon samples within the kernel, we employ a
parametric test that focuses on analyzing and comparing the
mean and variance of observations (photon samples), i.e.,
quantitative analyzing the feature of irradiance distributed
on surfaces. In this regard, we propose an efficient sta-
tistical testing-based approach to select the kernel radius
for unbiased estimation, which tackles the limitation of
CPPM. Furthermore, we extend our statistical model with
a theoretical formulation applicable to the VCM framework.
By hypothesis testing based on this model to help reduce the
bias and variance and then optimize the contribution from
vertex merging (PPM), our method eventually improves
the efficiency of VCM in dealing with diverse scenarios
with different lighting settings. We highlight our results and
compare our method against VCM, as shown in Figure 1.

To summarize, our main contributions are two-fold:

• We propose a statistical model for hypothesis testing
on photon samples along with a testing-based pro-
gressive kernel estimation algorithm, which employs
the Analysis of Variance (ANOVA) F-test to decide
whether the observations follow the null hypothesis
of the statistical model or not, and therefore help
find an . Our algorithm is more general in handling
diverse photon distributions and can synthesize im-
ages with better quality.

• In addition, we propose a hypothesis testing-based
formulation for the VCM/UPS framework, named
VCM+, in which we derive a sufficient condition for
a theoretically unbiased estimate. As a reinforcement
of VCM, VCM+ can theoretically reach O(N−1) con-
vergence. Our algorithm improves the overall perfor-
mance, wherein PPM can contribute more to the final
pixel measurement in those light paths where PPM
can handle better than BDPT.

2 RELATED WORK

2.1 Path Tracing
As a classic solution to the rendering equation, the path
tracing (PT) algorithm [8] traces random paths from the
eye to find light sources. Bidirectional path tracing (BDPT)

[2] traces eye sub-paths from the eye and light sub-paths
from light sources synchronously and connects these paths
via multiple importance sampling (MIS). Path tracing, as
well as BDPT, provides an unbiased estimator of the pixel
measurement. BDPT can efficiently sample a wide range
of paths, but its ability to handle S-D-S paths is inferior
to photon mapping [3]. BDPT also provides a bidirectional
path sampling framework in which one eye sub-path and
one light sub-path will construct l − 1 samples for the path
with length l.

2.2 Photon Mapping

Photon mapping (PM) [4] provides an alternative solution
but with bias introduced. It also traces eye sub-paths from
the eye and light sub-paths from light sources. Unlike BDPT,
it first samples a large number of light sub-paths and
stores the light vertices (a.k.a photons) on the paths into
a range searching data structure (a.k.a photon map). Then
it estimates radiance at eye vertices with density estimation
using nearby light vertices [9]. Some other methods leave
the kernel function simple and lightweight and choose its
support radius wisely, such as adaptive progressive photon
mapping [10] that leverages the bias and variance with
theoretically optimal support radii. Recently, the neural net-
work was employed to predict a kernel function for density
estimation [11].

Progressive photon mapping (PPM) [3] diminishes the
bias by gradually reducing the support radius of the ker-
nel. Both PM and PPM work with the unidirectional path
sampling scheme, i.e., one eye sub-path and one light sub-
path construct one sample for each path length. From then
onwards, many studies have followed this progressive line.
Stochastic progressive photon mapping (SPPM) [12] enables
PPM to render more lighting effects like depth-of-field,
motion blur, and glossy reflections. Vorba [13] extended PM
and presented bidirectional photon mapping that combines
the radiance estimated from different vertices on an eye sub-
path together via MIS. Although PPM can converge to the
correct result, it has a lower convergence rate than BDPT
because shrinking the radius leads to fewer samples and
resultant higher variance. Hachisuka et al. [14] presented
a progressive error estimation framework for PPM. Knaus
and Zwicker [15] presented a probabilistic analysis of PPM.

Lin et al. [5] proposed chi-squared progressive photon
mapping (CPPM). It gives a better estimation of support
radius that minimizes bias and variance with chi-squared
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Fig. 2: Contribution visualization of BDPT and PM in VCM, respectively, taking Kitchen scene as an example. The relative
contribution from PM gradually diminishes over iterations, and drags down VCM’s overall performance consequently.

tests. An assumption about the correlation between photon
distribution and radiance distribution is required, and this
assumption is further relaxed as the location-independent as-
sumption (abbr. independence assumption) that the contribution
of a light vertex is independent of the relative position to
the eye vertex, wherein a full path is constructed by this
light vertex and eye vertex. χ2-test gives good estimations of
support radius when this assumption holds. However, this
independence assumption may still be violated in practice.
χ2-test malfunctions in those circumstances, resulting in
such artifacts as noise, light leaks, and visual blur. result. To
improve the generality and thereby promote efficiency, we
investigate a new model for hypothesis testing that removes
this less commonly held assumption.

2.3 Vertex Connection and Merging

Vertex Connection and Merging (VCM) [6] and Unified Path
Sampling (UPS) [7] are bidirectional frameworks that both
combine the BDPT and PM techniques by putting their
probability density functions (pdf) under the same measure.
MIS leverages the relative contribution between BDPT and
PPM to minimize the variance of this combined estimator.
However, the variance of PPM gradually increases with
the kernel shrinking. Whereas, the variance of BDPT will
eventually be much lower than that of PPM for the paths
that BDPT and PPM can both sample. Consequently, the
MIS weight for PPM gradually reduces to zero, making the
rendering less efficient. Because VCM and UPS share the
same key technical features, we use VCM as a proxy of
VCM/UPS for simplicity in the rest sections.

Thereafter, unbiased photon gathering [16] based on
the bidirectional framework was proposed to process each
photon individually to create an unbiased path sample.
Still, it cannot handle S-D-S paths well. As an orthogonal
technique to the VCM, Markov chain Monte Carlo (MCMC)
methods were combined with VCM to improve the render-
ing efficiency [17].

As a combination of BDPT and PPM, reducing the vari-
ance from PPM would reduce the overall variance of VCM.
Our algorithm expects to reduce the variance brought by
the inappropriate radius of kernel estimation, elevate the
contribution from PM with low variance and present an
improved estimator under the VCM framework, thereby
speeding up the rendering process.

2.4 Statistical Hypothesis Testing

Statistical hypothesis testing is a method of statistical infer-
ence [18]. It first sets up a null hypothesis that is testable based
on observations. Hypothesis testing requires constructing

a statistical model of the shape the data would be in. The
hypothesis that the statistical divergence of the observations
is due to chance alone is called the null hypothesis. Next,
it computes the test statistic from these observations. If
the resultant statistic is unlikely to occur when the null
hypothesis is true (according to a predetermined threshold
probability, i.e., a significance level), it rejects the null hy-
pothesis. It’s possible for a statistical hypothesis testing to
incorrectly reject a true null hypothesis or incorrectly not
reject a false null hypothesis. The probability of the former
event is controlled by the significance level and is usually
equal to a scalar value of the significance level. For the latter,
increasing the sample size is always a feasible solution to
decrease its probability with a fixed significance level [19].

CPPM [5] assesses whether the photons (or light vertices)
are uniformly distributed by Pearson’s χ2-test, which can
be used to evaluate the difference between sets of cate-
gorical data and a hypothetical frequency distribution [20].
ANOVA [21] developed by Ronald Fisher [22] is a collection
of statistical tools that partitions the observed variance into
different sources to analyze the differences of means. The
ANOVA F-test is used to assess whether the expected values
of a quantitative variable within several groups differ from
each other. Therefore, it can be used to assess whether
the radiance (or the contribution of full paths) is uniform
within the kernel, so it can work for situations where
the independence assumption is invalid. Compared with
non-parametric ANOVA alternatives such as Kruskal–Wallis
test [23], which requires ranking the samples, the F-test is
more lightweight. We propose a null hypothesis for unbi-
ased estimation concerning the contribution of full paths,
and then use the Analysis of variance (ANOVA) F-test for
hypothesis testing.

3 HYPOTHESIS TESTING FOR KERNEL ESTIMA-
TION

Quantitative analysis of the feature of irradiance distributed
on surfaces can help improve the efficiency of radiance
estimation. CPPM focuses on analyzing the distribution of
photon samples, and its statistical model assumes indepen-
dence of the populations (i.e., photon samples) and uses the
χ2-test to verify the unbiasedness [5]. However, in practical
scenarios, various lighting conditions such as multiple area
light, chromatic light/textured light, and glossy reflection
may vary the contribution of each sample during light
transport, introducing correlations between the position and
the contribution of photons, as illustrated in Figure 3. This
violates the independence assumption and leads to biases
in some local regions, resulting in blurry images, as shown
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Fig. 3: Illustration of photon samples with different contri-
butions within a searching area. In general, different light
sources or light sub-paths during transport varies the asso-
ciated contribution of each sample. These photons should
not be treated equally.

in Figure 4 (left). Meanwhile, CPPM tends to underestimate
the kernel radius for radiance estimation, leading to noisy
results frequently.

Our statistical model is designed to eliminate the in-
dependence assumption in kernel estimation; herein, our
approach can guarantee unbiasedness when a sufficient
condition is satisfied, regardless of the scene settings. The
key to achieving this goal is to identify a statistical model
with generality and its corresponding unbiased conditions
for kernel estimation (as detailed in Sec. 3.1), as well as
a method to verify the unbiasedness of radiance within
a kernel radius (as described in Sec. 3.2). Based upon the
proposed statistical model (Sec. 3.1) as a theoretical founda-
tion, our hypothesis testing methodology works as follows:
firstly, the irradiance mean values for various regions can
be calculated using the samples within a given kernel; next,
hypothesis testing is employed to analyze whether there
is a statistically significant difference in irradiance values
among these regions; lastly, whether the estimation is un-
biased or not can be determined based on the statistical re-
sults of difference analysis. The ANOVA F-test is employed
for hypothesis testing, and the principle behind verifying
unbiasedness will be explained in detail in Sec. 3.2.

3.1 Statistical Model for Unbiased Estimation in PPM

Given that the accuracy of any conclusion drawn from a
statistical inference depends on the validity of the statistical
assumptions, the assumptions are expected to be met prac-
tically. We derive a formulation without extra assumptions
that can support the hypothesis of our statistical model as
follows.

We start with the integral expression of radiance I in PM
by Kaplanyan and Dachsbacher [10]:

I ≈
∫
M×M

Kr(x− x∗)Ψ(x,x∗)dxdx∗, (1)

where Kr is a 2D normalized kernel function with support
radius r; M is the scene surface; and Ψ(x,x∗) is the con-
tribution of all possible full paths constructed by the eye
vertex x and the light vertex (i.e., photon) x∗.

To align the light vertices from multiple passes associ-
ated with different eye vertices, we map these vertices to a
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Fig. 4: Illustration of a simple case that the independence
assumption is violated. The photons have different contri-
butions within a kernel (upper-right). Here, photons on the
top are likely to have more contributions. However, CPPM
detects no bias through χ2-test due to equal contribution
assumption (left), whereas our method observes variational
contributions across photons and detects bias through F-test
for clearer result (right).

unified 2D space similar to CPPM [5], and the map function
and its inverse function are{

fmap,x(x∗) = (〈x− x∗,u(x)〉, 〈x− x∗,v(x)〉)
f−1

map,x(y) = x + u(x)yu + v(x)yv
, (2)

where x is the location of an eye vertex; x∗ is a light vertex
in the scene space; u(x) and v(x) are two orthogonal direc-
tions on the tangent plane at x; 〈·, ·〉 is the inner product;
y = (yu,yv) is a point in the unified 2D space. In fact,
this mapping aligns multiple gather points onto the unified
space, and thus it adapts to multiple eye paths.

Then, one of the domains of integration in Equation 1
can be substituted by the unified space as

I ≈
∫
M×Ωr

Kr(y)Ψ(x, f−1
map,x(y))dxdy

≈
∫

Ωr

Kr(y)

∫
M

Ψ(x, f−1
map,x(y))dx dy , (3)

where Ωr is the region within a radius r from the origin in
this unified 2D space. For simplicity, we define a contribu-
tion function Ψ∗(y) in the unified space, which is

Ψ∗(y) =

∫
M

Ψ(x, f−1
map,x(y))dx .

Then we can simplify the estimation as

I ≈
∫

Ωr

Kr(y)Ψ∗(y)dy .

According to the principle of kernel estimation of PM,
if the kernel function Kr is substituted by a Dirac delta
function, I in Equation 3 will be unbiased and

I = Ψ∗(0) ≈
∫

Ωr

Kr(y)Ψ∗(y)dy .

Thereby, we propose the unbiased condition we hope to
hold, which is a simple and sufficient condition for unbiased
kernel estimation:

∀y ∈ Ωr,Ψ
∗(y) ≡ Ψ∗(0) . (4)

That is, the contribution function Ψ∗(y) is a constant func-
tion within Ωr . The intuition behind the condition is that
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the estimate is unbiased when the illumination is evenly
distributed within the disk Ωr. Therefore, the null hypoth-
esis for our PPM algorithm is that the unbiased condition
mentioned above holds. In other words, the observations of
the contribution function are subject to a constant function,
which can be tested using our hypothesis testing method in
the following Sec. 3.2.

Compared our unbiased condition (Equation 4) with the
one used in CPPM that the samples of y are assumed to
be uniformly distributed in Ωr , we can infer that CPPM
actually relies on the correlation of the contribution function
Ψ∗(y) and the distribution of y. Therefore, its high efficiency
benefits from the scene settings and the sampling strategy
of y, and it may fail if the distribution of y is inconsistent
with the contribution function Ψ∗(y). The independence
assumption can be removed. In contrast, this condition used
to verify unbiasedness will be more reliable than CPPM.
The estimate will be theoretically unbiased when the ob-
servations follow our proposed statistical model. Note that
the samples need not be uniformly distributed for unbiased
estimation with regard to our statistical model.

3.2 Hypothesis Testing to Verify Unbiasedness

A lightweight hypothesis testing method is required to infer
the properties of samples based on our statistical model for
kernel radiance estimate. In this subsection, we present a
method to compute the test statistics within a kernel radius
and obtain the inference through hypothesis testing. There-
fore, an appropriate radius can be determined by shrinking
the radius and testing over iterations until the observations
within this radius are deemed unbiased.

3.2.1 Domain Partition and Integration

The hypothesis test requires grouping the observations into
categories, i.e., the random samples should be classified
into several mutually exclusive classes. Accordingly, we can
specify the equal-areal sectors as categories, and their as-
sociated light vertices being collected are thereby grouped.
By partitioning Ωr into sectors and assuming that Ψ∗(y)
is constant in any sector, a straightforward solution for
hypothesis testing is to gather samples of Ψ∗(y) in each
sector and compare each sector’s sample mean. However, a
sector’s sample mean will be unavailable when it receives
no light vertex, which may frequently occur after sample
collection during each pass of photon mapping. We notice
that the kernel estimation in photon mapping based on
Monte Carlo integration can also be expressed as sample
means. Therefore, we use the samples of Monte Carlo in-
tegration in estimating the integration of Ψ∗(y) over each
sector instead of the grouped light vertices in the statistical
tests to compare these sectors’ integration.

We first partition Ωr into n sectors Ωr,1 . . .Ωr,n. The
integration of Ψ∗(y) over sector Ωr,i, i.e.

∫
Ωr,i

Ψ∗(y)dy, can
be written as∫

Ωr,i

Ψ∗(y)dy =∫
M2

Ψ(x,x∗)1Ωr,i(fmap,x(x∗))dA(x)dA(x∗) , (5)

where 1Ωr,i
(x) is the indicator function whose value is 1 if x

is in Ωr,i and 0 otherwise. Equation 5 shows that the integral
of Ψ∗(y) over Ωr,i can be estimated like photon mapping as∫

Ωr,i

Ψ∗(y)dy ≈ ψ∗r,i ≈
1

m

m∑
j=1

ψ∗r,i,j , (6)

where ψ
∗
r,i is the average of totally m samples, and ψ∗r,i,j

is the j-th sample of the Monte Carlo integration. With this
interpretation, for one pair of light sub-path and eye sub-
path, we can obtain one sample for each sector in which only
the indicator function of the samples is different. Therefore,
for m pairs of light sub-paths and eye sub-paths, we can
obtain m samples for any of the n sectors to compare their
sample means.

3.2.2 ANOVA F-test
Since ANOVA F-test can assess whether the expected values
of a quantitative variable within n groups differ from each
other, it is applied to test our null hypothesis that the
expected value of ψ∗r,i,j in each sector is the same. The
Monte Carlo samples used to estimate the integration of
Ψ∗(y) over the same sector are regarded as samples of
the same group in the ANOVA F-test. The F-test statistic
is the ratio of between-group variability and within-group
variability, and its equation for groups with equal sample
size is

F =
m
∑n
i=1(ψ

∗
r,i − ψ

∗
r)

2/(n− 1)∑n
i=1

∑m
j=1(ψ∗r,i,j − ψ

∗
r,i)

2/(n(m− 1))
, (7)

where m is the number of samples of each sector, and ψ
∗
r is

the average of all the nm samples. Intuitively, if the mean
values are close across these sectors, then the between-group
variability should be close to the within-group variability,
and the statistic should be greater than and approaching 1.
Otherwise, the between-group variability should be greater
than within-group variability, and the statistic should be
significantly greater than 1.

We use a significance level αF (typically 0.01, 0.05 or
0.10 in statistics) to obtain a critical value Fc, which is a
quantile of 1 − αF of the F-distribution with degrees of
freedom d1 = n − 1 and d2 = n(m − 1) in our case. If
F is greater than Fc, our statistical model is considered
violated by the real population, and the null hypothesis is
rejected. We decrease the radius for kernel estimation in this
circumstance to reduce potential bias. The ANOVA F-test is
conservative in rejecting the null hypothesis. It rejects the
null hypothesis only when the between-group difference is
statistically significant.

The F-test assumes that the samples within a group are
independent and normally distributed, and all groups have
the same standard deviation, which is rather strict. The vio-
lation of these assumptions will decrease the accuracy of the
F-test. However, the F-test for ANOVA is generally robust
and the accuracy increases as sample size grows [24]. Also,
F-test has shown its availability when the samples follow
a wide range of distributions [25]–[27]. F-test works well
in our application because we keep accumulating samples
when the F-test does not reject the null hypothesis, which
will be described in our algorithm in Sec. 5.1.
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3.2.3 Analysis F-test vs. χ2-test
χ2-test is used to assess whether samples are uniformly
distributed in n equi-areal sectors. Like F-test, if the statistic
χ2 is greater than a critical value χc calculated using the
significance level αχ, the null hypothesis is rejected. The
χ2-test statistic can only evaluate the difference between a
real population and the hypothesized distribution. While
according to Equation 7, the ANOVA F-test statistic evalu-
ates the difference between the population with its contribu-
tion and the hypothesized distribution function. Therefore,
the ANOVA F-test is more accurate in making statistical
inferences for this type of sample, which can alleviate the
potential bias, as illustrated in Figure 4 (right).

3.2.4 Test Samples
Since Equation 5 has a similar formulation to PM (as shown
in Equation 1), we can reuse the samples of PM to get ψ∗r,i,j .
According to the definition of Ψ(x,x∗), each sample ψ∗r,i,j
is the summation of the contributions from all full paths
constructed by one eye sub-path and one light sub-path.
Therefore, one eye sub-path and one light sub-path make
up a sample for each sector, though most samples ψ∗r,i,j
equal zero because their values of indicator function are
zero. By convention, we use a range searching data structure
to obtain non-zero contribution eye and light vertices pairs,
and therefore we can not directly get the value of ψ∗r,i,j . We
have to identify the sub-paths that the vertices belong to and
sum up the contributions from the same sub-paths, and this
procedure is computationally expensive.

To reduce this heavy computational overhead, we as-
sume that one eye sub-path and one light sub-path can
only construct no more than one full path with a non-zero
contribution. This is based on an observation that a random
eye vertex and a random light vertex generally have a very
low probability of constructing a non-zero-contribution path
since the kernel radius is relatively small compared with the
scene size. Consequently, each non-zero-contribution full
path is treated as an individual sample to get ψ∗r,i,j .

4 HYPOTHESIS TESTING FOR VCM+
PPM algorithm works in unidirectional sampling way, that
is one eye sub-path and one light sub-path construct one
sample for each path length. While in the VCM framework,
one eye sub-path and one light sub-path construct multiple
samples for each path length using the MIS technique, and
each sample is weighted to minimize the total variance [13].
Consequently, the statistical model used in PPM formulation
is incompatible with VCM’s bidirectional framework. In this
section, we first deduce the unbiased condition for bidi-
rectional PPM of VCM without BDPT involved. Thereby,
we present an unbiased VCM estimator provided that the
unbiased condition is satisfied, and we obtain VCM+ by
hypothesis testing for unbiasedness.

4.1 Unbiased Condition for Bidirectional PM of VCM
We start with the estimate of bidirectional PM as an ingre-
dient of VCM [6], which can be written as

I ≈ 1

N

N∑
i=1

〈I〉i , (8)

where N is the number of eye sub-paths; and 〈I〉i is the
estimate using the i-th eye sub-path as:

〈I〉i ≈
1

J

J∑
j=1

∞∑
l=2

l−1∑
s=2

ws,r(x
∗
i,j,l,s)

Ks,r(x
∗
i,j,l,s)Ψs(x

∗
i,j,l,s)

ps(x
∗
i,j,l,s)

.

(9)
In this equation, J is the number of light sub-paths for
each eye sub-path; r is the support radius of the kernel;
x∗i,j,l,s is the full path of length l constructed by the s-th
vertex of the i-th eye sub-path and the (l-s+2)-th vertex of
the j-th light sub-path; Ks,r is the kernel function over the
two vertices; ws,r is the MIS weight function concerning
sampling probability; ps is the probability density function;
Ψs is the full path contribution function, which includes
the emission, geometry, bidirectional scattering distribution
function (BSDF), and eye importance terms.

To derive a theoretical formulation, we use path integral
framework [28], and the expected value of I in an integral
form is:

I =
∞∑
l=2

l−1∑
s=2

∫
Ml+2

ws,r(x
∗
l )Ks,r(x

∗
l )Ψs(x

∗
l )dµ(x∗l ), (10)

where M is the scene surfaces in R3; x∗l = (x0 . . .xl+1)
is a full path of length l constructed by l+2 vertices;
dµ(x∗l ) = dA(x0) . . . dA(xl+1) is the differential product
area measure.

To focus on the kernel estimation, we apply Fubini’s
theorem to the above equation (Equation 10) to change the
order of integration and then integrate over dµ(x∗l ) except
the (s-1)-th and the s-th differential into Fl,s,r, then we have:

I =

∫
M2

∞∑
l=2

l−1∑
s=2

Kr(‖x− x∗‖)Fl,s,r(x,x∗)dA(x∗)dA(x).

(11)
Let x′ be a path of length l with l + 2 vertices having
x for the fixed (s − 1)-th vertex and x∗ for the fixed
s-th vertex, then it lives within Ml and dµ(x′) equals to
dA(x0)...dA(xs−2)dA(xs+1)...dA(xl). Fl,s,r(x,x∗) can then
be written as:

Fl,s,r(x,x
∗) =

∫
Ml

ws,r(x
′)Ψs(x

′)dµ(x′). (12)

Same with the way discussed in subsection 3.1, we
change one of the domains of integration in Equation 11
to the unified space as

I ≈
∫

Ωr

Kr(‖y‖)
∫
M

∞∑
l=2

l−1∑
s=1

F ∗l,s,r(x,y)dA(x) dy, (13)

where F ∗l,s,r(x,y) = Fl,s,r(x, f
−1
map,x(y)).

In principle, the bias of PM algorithm is produced by the
kernel function Kr, while the term F ∗l,s,r will not introduce
any bias. Therefore, by substituting Kr with Dirac delta
function δ, we can obtain an unbiased integral as

I =

∫
Ωr

∫
M

∞∑
l=2

l−1∑
s=1

F ∗l,s,r(x,y)δ(‖y‖)dA(x)dy

=

∫
M

∞∑
l=2

l−1∑
s=2

F ∗l,s,r(x,0)dA(x).

(14)
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Fig. 5: Illustration of unbiased condition for a bidirectional
estimator. Two eye sub-paths are traced from the eye indi-
vidually. The kernel estimation of the eye sub-path in red
will be unbiased, while the blue ones will be biased. The
discs at light vertices x indicate the contribution function
Fr(x,x

∗) in path space. The contribution Fr(x,x∗) around
x are aligned as F ∗r (x,y) and further integrated to obtian
function Γr(y). The estimator is unbiased if Γr(y) is a
constant.

For simplicity, we define function Γr(y) as

Γr(y) =

∫
M

∞∑
l=2

l−1∑
s=1

F ∗l,s,r(x,y)dA(x), (15)

and we can obtain a simple and sufficient condition for an
unbiased estimator as

∀y ∈ Ωr,Γr(y) ≡ Γr(0), (16)

i.e., function Γr(y) concerning contributions should be con-
stant within a disk domain with a support radius r, as
illustrated in the top of Figure 5. Equation 16 is served as
the unbiased condition for bidirectional PM (VCM without
BDPT). Therefore, the null hypothesis for the bidirectional
PM algorithm is that the unbiased condition mentioned
above holds.

Compared to the unbiased condition for PM (Equa-
tion 4), the intuition of Equation 16 is also evenly dis-
tributed illumination, but Equation 16 takes multiple sam-
pling strategies together with MIS weights into consider-
ation. It implies the overall bias is also the MIS-weighted
average of the bias from different sampling strategies. Note
that multiple estimates with bias can theoretically be un-
biased when their bias happens to cancel out. Therefore,
the MIS weights affect bias, and the unbiased condition
(Equation 16) should implicitly involve the MIS weights to
safeguard the unbiasedness tightly.

4.2 Unbiased VCM Estimator
In the bidirectional framework, the VCM estimator consid-
ers one eye sub-path each iteration and combines multiple
sampling techniques from VC (i.e., BDPT) and VM (i.e.,
PM) using the MIS technique. The eye vertices on the eye
sub-path are used to construct regular paths with nVC

independent light sub-paths and extended paths with nVM

independent light sub-paths using radius r. VCM estimator
can then be written as:

〈I〉 = 〈C〉VC + 〈C〉VM , (17)

where

〈C〉VC =
1

nVC

nVC∑
l=1

∞∑
k=1

k+1∑
s=0

wVC,s,r(xk,s,l)
f(xk,s,l)

ps(xk,s,l)

〈C〉VM =
1

nVM

nVM∑
l=1

∞∑
k=2

k−1∑
s=1

wVM,s,r(x
∗
k,s,l)

fs,r(x
∗
k,s,l)

ps(x
∗
k,s,l)

.

(18)

In this equation, xk,s,l is the regular path constructed by
k-s+1 vertices from the eye sub-path and s vertices from
the l-th light sub-path among nVC light sub-paths; x∗k,s,l is
the extended path constructed by k-s+1 vertices from the
eye sub-path and s+1 vertices from the l-th light sub-path
among nVM light sub-paths; f is the measurement contribu-
tion function measuring the contribution along the path; fs,r
is the measurement contribution function for VM; ps is the
probability density function; and wv,s,r is the power heuris-
tic function of MIS for corresponding techniques where v∗

denotes VC or VM:

wv∗,s,r(xk) =
nβv∗p

β
v∗,s,r(xk)

Υ
,

Υ = nβVC

k+1∑
s=0

pβVC,s,r(xk) + nβVM

k−1∑
s=1

pβVM,s,r(xk) .

(19)
The balance heuristic corresponds to β=1. In the above equa-
tion, pVM,s,r is proportional to r2, while pVC,s,r = pVC,s is
independent of r. That is, the kernel radius is the key to
determining the contribution from VM.

Then, the progressive estimator is the average of N
iterations:

〈I〉 =
1

N

N∑
i=1

〈I〉i , (20)

where 〈I〉i is the result computed by Equation 17 using the
i-th radius ri, the i-th set of eye sub-paths and the i-th set
of light sub-paths.

Besides the MIS weight, VM ingredient in the estimate
shares the same components of Equation 16. Therefore, we
can integrate the MIS weight of both VM and VC into the
full paths’ contribution. Then the unbiased condition for
bidirectional PM is also available for the VCM framework.

In our VCM+ algorithm, we use ANOVA F-test to test
whether the unbiased condition holds or not in the same
way as discussed in Sec. 3.2. We see the null hypothesis as
an equivalent of the unbiased condition for VM in VCM+
in practice. We will reject/not reject the null hypothesis
given the testing of observations of the contribution. If not
rejecting the null hypothesis, the radius r will be identified
for unbiased estimation. VCM+ will find the right radius as
early as possible during the iterations, and hold this radius
unchanged for kernel estimation. That is, the kernel radius
needs not shrink progressively to mitigate the bias of VM.
Thus we reduce variance by collecting more photons with
larger kernels.

5 ALGORITHM

In this section, we will outline our algorithm based on hy-
pothesis testing. As no modifications have been made to the
BDPT component, we will focus solely on the updates made
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to the PPM algorithm, which involve general enhancements
to VCM under our theoretical model. The statistical models
proposed for both PPM and VCM frameworks only affect
the sample collection and radius reduction module solely,
so that they can share the same working pipeline thereof.

5.1 Kernel Radius and Radiance Estimation

The PPM part of our algorithm overall follows the working
flow similar to CPPM: In each iteration, we trace J light sub-
paths, build a range search data structure of the light ver-
tices, trace multiple eye sub-paths for each pixel, collect the
light vertices around the eye vertices for kernel estimation,
update the searching radius by hypothesis testing, update
the power heuristic function of MIS for VCM+ according to
Equation 19, and update the estimate of the radiance finally
(Equation 17). The key steps with regard to hypothesis
testing at each gather point are as the following:

1) Disk Ωr is partitioned into sectors (Sec. 3.2.1), using
the same strategy as CPPM.

2) The statistics of the light vertices that fall in the
sectors are accumulated. By applying light path
tracing, each light vertex that falls inside the disk
produces one sample for each sector. For each sector,
we maintain the sample count (m), the sums of
sample contributions (ψ

∗
r,i) and the sums of their

squares (
∑m
j=1(ψ∗r,i,j)

2) individually. They corre-
spond to the terms presented in Sec. 3.2.2. These
statistics are collected to compute an F-statistic us-
ing Equation 7 for the ANOVA F-test.

3) ANOVA F-test (Sec. 3.2.2) is used to check whether
the null hypothesis can be rejected. The null hypoth-
esis is that the unbiased condition holds itself (see
Equation 16) as mentioned in Sec. 3.1. We compare
the computed F-statistic against a threshold based
on a fixed confidence level of the statistical test
(typically a global parameter) to reject or not reject
the null hypothesis. In this way, we determined if
the observations within the current kernel radius
can lead to unbiased estimation.

4) Update the kernel radius according to Equation 21.
5) Update the power heuristic function of MIS for

VCM+ according to Equation 19.

The radius is updated according to the F-test as

ri+1 =

{
ri, if F ≤ Fc
max

(
kri, rmin

√
(i+ 1)α−1

)
, if F > Fc

. (21)

Here, the parameter α ∈ (0, 1) bounds the rate of radius
reduction, k ∈ (0, 1) is a user-defined shrinking ratio, and
rmin

√
(i+ 1)α−1 serves as a lower bound to ensure con-

vergence. This is effective because the F-test is conservative
in rejecting the null hypothesis, and a small sample size
does not significantly increase the probability of wrongly
rejecting a true null hypothesis [20], [29]. We remove the un-
necessary parameter (e.g., β) designed for tuning in CPPM
pipeline, which can improve the flexibility of our algorithm
based on the convergence analysis in the later Sec. 5.2.

When performing the ANOVA F-test, J new samples are
collected in one iteration for each sector. As known to all, a

large sample size can decrease the probability of wrongly
not rejecting a false null hypothesis. To increase the sample
size, we retain sample statistics of former iterations where
the radius does not shrink. Therefore, denoting t as the
number of iterations for which the current radius remains
fixed, the F-test has a total of tJ samples for each sector. Ac-
cording to Equation 7, with an infinite number of samples,
the F-test statistic goes to infinity if bias still exists. Our
proposed F-test will finally reject the null hypothesis with
sufficient samples. The only exception is, by chance, that
differences in contribution occur not between sectors but
within. It is a rather rare circumstance and can hardly occur
in practice. Generally, our algorithm performs F-test only
on the luminance channel. In this way, the probability of
wrongly rejecting an unbiased estimator equals αF = 0.01.
When handling the chromatic light sources, we perform
F-test on RGB channels individually.

5.2 Convergence Analysis

In this subsection, we analyze the convergence rate of our
algorithm. In the worst case where the hypothesis testing
always rejects the null hypothesis, i.e., the condition for
unbiased estimation is never satisfied, the radius will always
shrink once the algorithm gets a non-zero sample. Without
the lower bound of the radius, we can deduce that k does
not affect the convergence of the kernel radius, and the
radius convergence rate is O(N−1/2) in this case [15]. This
allows our algorithm to shrink the kernel radius faster be-
fore reaching an appropriate radius compared to CPPM and
PPM. However, applying Knaus and Zwicker’s probabilistic
framework [15], we learn that the variance of PPM does not
converge in this case. Therefore, with a lower bound, the
convergence rate of PPM in our algorithm is asymptotically
identical to PPM under the worst situation. The optimal
mean squared error (MSE) convergence rate O(N−2/3) is
achieved by setting α = 2/3 in this situation. In practice,
the lower bound can hardly be reached since most pixels can
pass the hypothesis testing with a relatively large kernel and
stop reducing the kernel radius. Assuming the hypothesis
testing produces the correct result, the convergence rate be-
comes O(N−1). With this convergence rate, we can deduce
that our algorithm also obtains the optimal convergence rate
of O(N−1) for VCM [6]. That is, the VCM+ algorithm can
reach a convergence rate of O(N−1) under ideal conditions.

The parameter k only affects initial bias and variance.
A larger k generally introduces more bias but less variance.
Therefore, the optimal k may vary from scene to scene. We
will provide some empirical values from our experiments in
Sec. 6.2.2.

6 EXPERIMENTS AND DISCUSSIONS

We implement our algorithm under both the PPM frame-
work and the VCM framework. In this section, we provide
experiments and asymptotic performance on diverse sce-
narios, and we also discuss the effect of different parameter
values related to our algorithm in the experiments. The re-
sults of all comparative experiments are obtained under the
same environment on the same machine. All the algorithms
are developed based on the Mitsuba Renderer [30].
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Reference CPPM

FPPM

Fig. 6: FPPM (ours) vs. CPPM after 1,000 iterations, using
Split Cornell Box as an example. Our algorithm helps alle-
viate the light leakage artifacts.

6.1 Results and Comparisons
Firstly, we compare two progressive photon mapping algo-
rithms: FPPM (our F-test-based PPM) and CPPM (state-of-
the-art method). We then conduct various experiments and
compare VCM+ with VCM (BDPT+SPPM).

6.1.1 FPPM vs. CPPM
Settings: Both CPPM and FPPM (our algorithm) are based
on hypothesis testing. The common parameters used by the
CPPM and ours are the same unless otherwise stated. To
perform the statistics test, we partition Ωr into na equi-
areal annuli and each annulus into ns equi-areal sectors.
Specifically, we generally set na = 2, ns = 6, k = 0.7 and
significance level αχ = αF = 0.01. The critical value for the
χ2-test (χc) for CPPM is 24.724, and the critical value for
the F-test (Fc) update in run time according to the sample
size, and is approximately 2.25 when the total sample count
approaches infinity.

We first validate that our algorithm can minimize the
common artifacts compared to CPPM. We test a special
case, Split Cornell Box. As shown in Figure 6, our algorithm
alleviates the light leaks and obtains more accurate results
in equal-iteration comparison. Moreover, we conducted
comparisons on three scenes, as shown in Figure 7 with
highlighted details. These three scenes showcase diverse
lighting conditions. The Kitchen contains numerous objects,
small area lights above the oven, and a large area light from
the window; the Hall scene is a two-storey building with
glossy floors, and has many area lights as well as a large
light source outside; the Staircase scene features a textured
spotlight, which is a special case.

In all tested scenes, our algorithm (FPPM) shows supe-
rior performance over CPPM in terms of MSE. Moreover,
our algorithm can alleviate the noise, as highlighted in the
zoom-in region of Kitchen and Hall; and it can alleviate
the visual blur, as highlighted in the zoom-in region of
Staircase. In CPPM, χ2-test works well relying on the in-
dependence assumption, a special case where unweighted
photon statistics can model the local radiance. It is not al-
ways the case under complex indoor lighting conditions. χ2-
test will malfunction with either glossy materials, indirect
illumination with multiple area lights, or textured lighting.
Where it incorrectly underestimated the kernel radius, noise

may occur due to the lack of photons within a small kernel.
Where the kernel size is overestimated, noticeable bias will
arise. In contrast, our algorithm correctly determines the
kernel radius to balance noise and bias by removing the
independence assumption of CPPM, leading to better re-
sults. We use greyscale to visualize the kernel radius of each
zoom-in region in the middle of each block. White indicates
a relatively large radius while black indicates a relatively
small one. Our algorithm can clearly indicate the boundary
at illumination discontinuities, implying that small radii
should be used as expected to reduce bias.

We also highlight the asymptotic performance of FPPM
compared with CPPM, using SPPM as a baseline, as the
convergence plots shown in Figure 8. Both our algorithm
and CPPM significantly outperform the baseline. Since our
hypothesis-testing model is more general for samples with
contributions attached under various lighting conditions,
our algorithm shows superior performance and converges
fast.

6.1.2 VCM+ vs. VCM
Settings: As a reinforcement of VCM, VCM+ shares the
same setting with VCM on common parameters unless
otherwise stated. Specifically, initial radius r1 is set to
0.1%Rbb ∼ 0.3%Rbb for all algorithms, where Rbb is the
radius of the bounding box of visible objects. Lower bound
ratio of the radius rmin is set to 0.1%r1; and α is set to 0.75
for all algorithms, as recommended in VCM [6]. Balance
heuristic for MIS is used. Eight benchmarks (including the
three scenes previously used to test PPM algorithms) are
used for testing. We collect the number of iterations and time
consumption required to reach a specified MSE, and show
the convergence plot over iterations. As seen from Table 1
and Figure 9, our VCM+ achieves the best performance
with the lowest MSE over VCM in all testing scenarios.

The Pool is a typical scene that includes many complex
caustics, and it is very hard to converge to a correct result.
Our VCM+ shows more than 2× speedup over VCM with
far fewer iterations, as shown in Table 1; the speedup is
going larger asymptotically, as shown in Figure 9. We also
highlight the significant improvement of our algorithm in
Figure 1. VCM produces a much noisier result (MSE=16.67)
than ours (MSE=5.54) after 10K iterations. When compared
with VCM, VCM+ has fewer iterations and less time con-
sumption (Table 1). Noticed that VCM+ spends more time
on each iteration than VCM because it needs around 10% ex-
tra computational overhead for hypothesis tests. However,
this cost is worthwhile for prominent performance gain.

To figure out the rationale behind our algorithm’s better
performance, we conduct more comparisons between our
VCM+ and the baseline VCM. We demonstrate the results
Figure 10 in and Figure 11, respectively. The Glass scene
(Figure 11) has many caustics, and the Kitchen scene (Fig-
ure 10) has few S-D-S paths but many glossy materials.
Specifically, we illustrate the relative contribution between
BDPT and PM in false color. In our VCM+, PPM has a
large relative contribution than BDPT in the regions that
include S-D-S paths as expected, whereas PPM contributes
less as it supposed to in other regions. VCM+ can compute
appropriate contributions from photon mapping for most
pixels. Consequently, VCM+ achieves steady gains at the
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CPPM (MSE=5.308)

Kitchen (Reference) FPPM (MSE=3.457)

CPPM (MSE=3.830)

Hall (Reference) FPPM (MSE=1.373)

CPPM (MSE=4.445)

Staircase (Reference) FPPM (MSE=3.659)

Fig. 7: Our algorithm (FPPM) outperforms CPPM in equal-pass comparisons on different test scenes (10K iterations for
Kitchen and Hall, and 5K iterations for Staircase). We visualize the kernel radius in greyscale (middle of each zoom-in
block) and the squared error (right of each zoom-in block). Our algorithm yields less noisy results and correctly handles
false rejections produced by χ2-test where emitted photons failed to capture the actual irradiance distribution. Moreover,
F-tests on different spectral channels help improve the quality of textured lights.
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Fig. 8: MSE over iterations of SPPM, CPPM, and Ours (FPPM). FPPM shows superior performance, converges faster than
CPPM, and significantly outperforms the baseline.
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Pool Hall Bathrooom Dragon Glass Ball Kitchen Staircase

Scene

MSE ≤ 50.0 20.0 10.0 10.0 10.0 10.0 10.0 10.0

VCM Iter. 501 650 184 226 1361 149 808 573
Time 435.48s 2358.52s 807.03s 287.39s 2244.49s 115.85s 3284.59s 2541.59s

VCM+ Iter. 222 397 153 183 807 98 599 101
Time 214.16s 1496.16s 732.68s 241.83s 1445.52s 81.31s 2627.52s 586.70s

TABLE 1: Iterations and time budgets required to reach the target MSE for VCM+ and VCM on eight benchmarks. Our
VCM+ shows superior performance in terms of iterations and time consumption.

(a) Pool (b) Hall (c) Bathroom (d) Dragon
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Fig. 9: MSE over iterations of eight test scenes by different methods. Our VCM+ algorithm using hypothesis testing has
lower MSE and shows superior performance over VCM.

Reference VCM Ours (VCM+)
(405 iter.; MSE=17.02) (389 iter.; MSE=13.66)

Fig. 10: Equal-time (35 minutes) comparison on Kitchen scene. We visualize the relative contribution and the squared error.
PM plays a more important role in VCM+ and compensates for the high variance brought by BDPT. VCM+ can compute
appropriate contributions from BDPT and PM individually and obtains better results.

expense of computing photon mapping (i.e., vertex merging,
VM). And for the pixels initially estimated to be biased, PM
in VCM+ has less contribution than that of VCM, thereby
alleviating the PM-induced bias. As a result, our algorithm
has lower variance and bias overall and produces less noisy
images with sharper edges. Our results also indicate that
the initial bias is typically lower in the regions where illu-
mination changes smoothly, and higher at the boundaries of
objects and caustics.

In addition, we analyze the radius of each iteration in
PPM, which determines the contributions between PPM and
BDPT. We show the results of a Ball scene with lights behind
textured glasses (Figure 12), and all illuminations come from

this type of light source. The results show that our VCM+
can find appropriate radii for unbiased kernel estimation
and synthesize superior images over VCM. We visualize
the relative radius (actual radius / VCM’s radius) in this
scene after 400 iterations in Figure 13, which can explain
the rationale for better performance by our statistical model
with hypothesis testing using F-test. Our method can find an
appropriate radius suitable for the minimization of variance
and reduction of bias at different locations, especially a
relatively small radius at the boundary or discontinuity of
illumination while a relatively large radius at the region
with a smooth lighting transition. Overall, our algorithm
leverages the contributions from VC (BDPT) and VM (PM)
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Reference VCM Ours (VCM+)
(361 iter.; MSE=13.39) (333 iter.; MSE=12.05)

Fig. 11: Equal-time (10 minutes) comparison on Glass scene. We visualize the relative contribution and the squared error.
We highlight the contribution from PM that plays an important role in the region of caustics in our VCM+. Whereas, VCM
is less efficient in handling these regions and leads to blurry or noisy results.

by finding the appropriate radius and hereby achieves better
performance.

6.2 Parameters
We investigate the robustness of our VCM+ by tuning the
values of different parameters used in the experiments that
may affect the performance. The values of parameters vary,
but we still observe improvements over VCM.

6.2.1 Initial Radius
The initial radius may affect the performance of a progres-
sive algorithm. Therefore, we test two algorithms (VCM and
VCM+) with different initial radii. Three values including
1%, 0.1%, and 0.01%Rbb are used for the test of two scenes,
Glass as the caustics representative and Dragon as the
diffuse representative. These values range from coarse to
fine-grained, and 0.01% may be even pixel-level smaller.
The asymptotic performance of these two algorithms using
different initial radii are shown in Figure 14.

From the results, the initial radii have impact on both
VCM and VCM+ performance. However, VCM+ outper-
forms VCM in all settings and exhibits good convergence
behavior. A large initial radius (i.e. 1%) favors lower MSE
in the early stage when variance dominates the error. As
bias gradually accounts for a higher proportion of MSE, a
relatively larger radius will slow down convergence. This
can be manifested in that VCM with 0.1% radius outper-
forms VCM with 1% radius at around 1000 iterations in both
scenes, with a steeper downward trend. our VCM+ benefits
from the adaptive kernel radius selection scheme and hence
receives a smaller impact from an overly large initial radius
when compared to VCM. However, an aggressively small
initial radius (i.e. 0.01%) makes the contribution from PM
always trivial to VCM via MIS weights, resulting in a shift
of VCM towards BDPT in the entire process. Obviously, the
smallest initial radius leads to the worst performance for
both VCM and VCM+, and their performances are very
similar. Therefore, we suggest using a larger initial radius
for VCM+ compared to the values suggested by [6], because
our test-driven unbiased radiance estimate can handle the
bias well in the late rendering stages.

6.2.2 Radius Shrinkage k
As discussed in section 5, we should select a moderate k.
We compare different values of k on a variety of scenes,

TABLE 2: MSE obtained under different radius shrinkage
values of k. Different scenarios are tested by our approach
and VCM (baseline). Our approach using different k values
always outperforms the baseline; meanwhile, different k
values do not show significant discrepancies in the results.

Bathroom (100 iter.) k 0.5 0.6 0.7 0.8 0.9 VCM
MSE 14.09 14.08 14.06 14.20 14.42 16.36

Ball (100 iter.) k 0.5 0.6 0.7 0.8 0.9 VCM
MSE 10.25 10.03 9.81 9.66 9.56 13.79

Hall (1,000 iter.) k 0.5 0.6 0.7 0.8 0.9 VCM
MSE 11.02 10.92 10.83 10.70 10.60 15.01

Pool (1,000 iter.) k 0.5 0.6 0.7 0.8 0.9 VCM
MSE 24.40 24.30 24.05 23.87 23.71 41.99

as listed in Table 2. For the Bathroom and Ball scenes,
100 iterations are tested. For the Hall and Pool scenes that
are difficult to converge, 1,000 iterations are tested. Our
approach consistently outperforms the baseline obtained by
VCM, regardless of the value of k used. From this table,
k = 0.9 obtains the best performance in most scenes, albeit
different values do not introduce significant differences
between each other. This may imply that a conservative
shrinkage strategy may be appropriate for VCM+.

6.2.3 F-test Significance Level αF
If a smaller αF is used, the probability of wrongly rejecting
an unbiased estimator will be lower. If a relatively larger αF
is used, the number of samples required to reject a biased
estimator will be fewer. We test three typical values 0.01,
0.05, and 0.10 in statistics, and find that αF = 0.01 obtains
better performance than the other two, as shown in Table 3.
This implies that a lower rejection rate is a better setting.
Our algorithm is conservative about kernel radius reduction
in this case. However, most pixels can still converge to
unbiased radii quickly. Overall, our VCM+ shows better
performance than VCM regardless of the parameters used.

7 CONCLUSION, LIMITATION, AND FUTURE WORK

In this paper, our improvement improves the efficiency of
the PPM and VCM estimators. Our key is a novel statis-
tical model along with a hypothesis-testing method for an
unbiased condition that is feasible for both PPM and VCM
frameworks. From a statistical view, F-test, as one of the
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Reference VCM VCM+
(243 iter.; MSE=13.04) (232 iter.; MSE=9.50)

Fig. 12: Equal-time (10 minutes) comparison on the modified Ball scene with lights behind textured glasses. We visualize
the squared error and relative radius (actual radius / VCM’s radius). We highlight that our VCM+ can also handle special
lighting setting well.

Fig. 13: Relative radius (VCM+/VCM) visualization. We
highlight that VCM+ can find the appropriate radius that
leverages the contributions from VC (BDPT) and VM (PM).
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Fig. 14: Asymptotic performance of VCM+ vs. VCM over it-
erations using different initial radius. VCM+ always exhibits
better performance than VCM.

parametric tests, is useful when comparing statistical mod-
els to observations and can compute the reliable test statistic.
Our algorithm uses the F-test to detect potential bias and can
find the appropriate radius for kernel estimation for most
pixels. Consequently, our algorithm has lower variance and
bias overall in practice and generates less noisy images with
sharper boundaries. Our algorithm can help alleviate the
light leakage artifacts as well.

Our algorithm has some limitations. First, the F-test re-
quires sufficient samples to reject a false null hypothesis. In
those regions where samples are inadequate, the F-test may
take a few iterations to reject a biased estimation, resulting
in some initial bias. Next, our algorithm is more suitable
for those complex scenes with multiple bounces during the
light transport because this is apt to produce light vertices
with different contributions within a kernel radius (as Ψs of
a path contribution function discussed in Equation 9). For
those scenes where the light setup is simple and centered
on one single object, which may imply the discrepancy of
photon contribution is tiny, our algorithm no longer has an

TABLE 3: MSE value obtained under different αF . Kitchen
and Glass are rendered with 100 iterations. The MSE ob-
tained by VCM is the baseline. VCM+ with αF = 0.01
obtains the best performance.

Kitchen αF 0.01 0.05 0.10 VCM
MSE 34.30 35.58 37.05 40.90

Glass αF 0.01 0.05 0.10 VCM
MSE 17.44 18.29 19.70 22.93

obvious advantage. Our algorithms only slightly improve
over the baseline, as shown in the Car scene in Figure 15.

There are many venues for future work to extend our
work. Combination with Markov chain Monte Carlo meth-
ods (MCMC) [17], [31] or online learning methods [32]–[35]
to improve the sampling probability of high contribution
paths may be able to alleviate the problem of initial bias. The
MCMC methods introduce severe violations of the assump-
tion of independence (discussed in Sec. 3.2.2), which needs
further evaluation. Our unbiased condition used for VCM+
involves MIS weights that contain pdf values (Equation 16),
which implicitly assumes pdfs do not change during the
iterations, but a path in the online learning methods may
have a different pdf at each iteration. Therefore, seamless
combination of online learning methods also needs further
investigation. In addition, the way of finding a better MIS
strategy such as optimal MIS [36], or taking correlation of
samples into consideration [37], or subspace MIS-aware
sampling [38] that can combine highly efficient BDPT with
PM technique is also an interesting topic.

The key of our radiance estimate to dealing with the
samples of light vertices is orthogonal to those signal
sampling and adaptive methods [39], [40]. Nevertheless,
stochastic sampling of each pixel is employed in our method
during the distributed ray tracing stage to generate multiple
eye paths, same with SPPM [12]. On the one hand, it may
be possible to replace the unbiased condition for kernel
estimation derived in section 3 with a simpler criterion used
in adaptive sampling. It may save computational overhead
and make a possible improvement in the accuracy of bias
detection. However, empirical criteria will not safeguard the
unbiasedness of radiance estimation [40]. On the other hand,
an extension of our hypothesis-testing-based methodology
to guide the sampling of a pixel for distributed ray trac-
ing process may be an alternative solution to improve the
efficiency further. However, a reasonable statistical model



14

VCM VCM+
MSE=7.55 MSE=7.29

Reference CPPM FPPM
MSE=26.54 MSE=25.04

Fig. 15: Equal-time (20 minutes) rendering of Car scene,
VCM (829 iterations) vs. VCM+ (811 iterations), and CPPM
(5619 iterations) vs. FPPM (4742 iterations). VCM+ and
FPPM exhibit only marginal improvements over VCM and
CPPM, respectively.

and assumption based on the prior about the morphology of
each pixel should be established in advance for a parametric
test. We can turn to nonparametric tests, but a larger sample
size is required to conclude with the same degree of con-
fidence as parametric tests, i.e., it may have less power. An
interesting idea will be to use unbiased samples to backward
guide the adaptive sampling process in distributed ray
tracing. These still need further investigation in the future.
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